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issue depends in large part on the type 
of user and the subject matter of the 
transcription. For instance, disclosure 
of the transcripts of an administrative 

privacy concerns. By contrast, 
disclosure of the transcript from 

company contemplating a merger 
might raise serious privacy concerns.
 In addition to the risk of a 
security breach, there is the fact that 

can become public during litigation. By 

meetings, a business is creating a 

previously none existed. If that business 
later becomes part of a litigation, those 
records may become public as part of 
discovery. The records may also be 

party to the litigation.
 Second, there is the risk of error. 
All AI language models produce, at 
least to some degree, “hallucinations,” 

results. In this context, a hallucination 

   
  are using the latest AI technology 

and chatbots to the more commonplace 
digital assistant, AI is practically 

by the day.
 Perhaps most popular among these 

as a feature of most videoconferencing 
platforms, such as Zoom and Microsoft 

risks, and for businesses that deal in 

especially important to consider taking 
precautions to mitigate those risks.
 First, there is the risk of a privacy 
breach. The level of privacy concern at 
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might take the form of a meeting recap 

e an AI 

at a given point during the meeting, it 

for instance, the Associated Press 

relying on an AI transcription product 
that deletes the original audio, leaving 

produce hallucinations.1

 Third, there is the risk of (at 

the launch of ChatGPT, the American 
Bar Association (“ABA”) issued Formal 

attorneys to shut off their phones during 

the ABA said “[u]nless the technology 

capability of the devices or services such 
as smart speakers, virtual assistants, and 

communicating about client matters. 

client’s and other sensitive information 
to unnecessary and unauthorized 
third parties and increasing the risk of 
hacking.”3

 While U.S. courts have yet to 
decide a case based on allegations that 

privilege, the ABA’s concerns are not 

itself is rooted in the reasonable 
expectation that communications 

to a third party is inadvertent, the 

nonetheless. But if disclosure is 

intelligence to communicate, record, or 

 Fourth, there is the risk of running 

meaning as long as (1) all parties to 

the recording, it is legal to record a 
conversation. When one of the parties 

more complicated.

this issue. With some platforms, like 
Zoom, the host can require consent 
from all meeting participants before 
the recording begins. Another option 

is for the host to verbally announce his 
intentions to record or transcribe the 
call before recording begins. Ultimately, 

Zoom’s terms of service provide, for 
example, that “[y]ou are responsible 

the monitoring or recording of 

recording is enabled.”
 If the host announces that the 
call is being recorded, it is arguable 

the call have implicitly consented. 
T
have the option to drop off the call or, 
alternatively, to disable their video and 
mute themselves. As discussed further 

 While there is no disputing that 
generative AI has incredible potential as 

potential pitfalls have already become 

and engineer Alex Bilzerian told the 
Washington Post that, after a Zoom 

investors, he got an automated email 

of the meeting, including the part that 

failures and cooked metrics).5

 That same Post article discussed 

and transcribes audio from virtual 
meetings.6

m
but if that muted user manually hits 

microphone and speakers.7 In other 

user is saying.  The Post also discussed 
privacy concerns arising from the fact 

 When approached about the 
Bilzerian incident, discussed above, 

have the option to not share transcripts 
automatic
share conversations.  This response is 
typical of AI proponents, and represents 
the sentiment that AI is here to stay, 

use it as safely as possible (and teaching 
employees to do the same), rather than 
trying to eradicate it entirely from one’s 

best defense might be to issue policies 
and guidance on the use of these tools 

strictly.
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 By taking certain basic precautions, 
business owners can minimize the 
potential risks associated with AI 
transcription. For instance, while 
many videoconferencing platforms are 
now offering AI transcription as an 
automatic feature, the user can often 
opt-out of automation. By choosing 
whether to transcribe on a case-by-
case basis, the business can mitigate 
against having to produce sensitive 

litigation. As another example, those 
who are regularly using AI tools for 
transcription should employ a second 
level of review by company personnel as 
a matter of course. Make sure personnel 
are on the lookout for “hallucinations.” 
Avoid relying on AI transcription for 
high-level issues where accuracy of 
content is paramount.
 As AI continues to permeate other 
business applications, these types of 
precautions will run hand in hand 
with development of AI guidance and 
policies for employees and intensive 
employee training.  
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